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> I MIiniMod: Mission Justification

There Is a wealth of new HPC middleware and app design

Yet HPC communication Is mostly stagnant
= Largely unchanged since MP12.0

Why are we not leveraging purported advancements?




Proxy applications are the most popular solution
= Cover most application categories
= Demonstrably good evaluator
= Feasible for individuals and small teams

Proxies enable research, but there iIsroom for improvement
= Comprehensive evaluation stillrequires multiple proxies

I
; 1 MiniMod: How Do We Experiment? m
= Requires domain knowledge in multiple application classes |

|



MiniMod :a modular proxy application framework
= Runtime Configurable
= Low Overhead
= Fewer Person-Hours

I
; 1 MiniMod: Evaluation Workflow Solution m
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s I MiniMod: Modular Architecture
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s I MIniIMod: Module Selection
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- I MiniMod: Calling Structure
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¢ I MiniMod: Initial Threaded MIniFE Results
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o I Minimod: Questions?
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